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In this paper, results from two experiments performed at California Institute of Technology’s T5 free-piston

reflected shock tunnel are compared to numerical stability computations conducted using various stability analysis

tools. The goal of this comparison is to begin understanding the range of boundary-layer transition predictability

using different stability approaches for high-enthalpy flows. The analysis is focused on the physics of the second-

mode instability at high enthalpy and the role of high-temperature effects. Although the stability solvers considering

thermochemical nonequilibrium were best at estimating the measured second-mode frequency (f2M ≈ 1250 kHz
for shot 2990, f2M ≈ 1235 kHz for shot 3019), they overpredicted the most amplified frequency by approximately

16–23%. A moderate spread in the predicted most amplified frequency was also observed between the different

solvers. The solvers estimated a most amplified frequency range of approximately 1450–1550 kHz for shot 2990 and

approximately 1525–1650 kHz for shot 3019. There was also significant inconsistency observed in predicting the

peak N-factor magnitude, ranging from N � 12.5–16 for shot 2990 and from N � 12.3–19 for shot 3019.

Nomenclature

A = disturbance amplitude function
E = x-component of total flux vector
F = y-component of total flux vector
f2M = second-mode peak frequency, kHz
G = z-component of total flux vector
hR = reservoir enthalpy, MJ/kg
MX = freestream Mach number
PR = reservoir pressure, MPa
PX = freestream pressure, kPa
RN = cone nose-tip radius, mm
Re = Reynolds number

ReUX = freestream unit Reynolds number, 1/m

TE = boundary-layer edge temperature, K
TR = reservoir temperature, K
TW = wall temperature, K
TvX = freestream vibrational temperature, K
UX = freestream velocity, m/s
Ue = boundary-layer edge velocity, m/s
Us = incident shock speed, m/s
νe = boundary-layer edge kinematic viscosity, m2∕s
W = conservative state (ρ, ρu, ρv, ρw, ρEt)
y = species mass fraction
α = streamwise wavenumber, 1/m
δr = reference boundary-layer length scale, m
δ99 = boundary-layer thickness, mm
ρR = reservoir density, kg∕m3

ρX = freestream density, kg∕m3

ϕ 0 = disturbance field
~ϕ = disturbance shape function

ω = angular frequency, rad/s

I. Introduction

U NDERSTANDING the process of boundary-layer transition at
flight-relevant enthalpy is important to hypersonic vehicle

design. Following the onset of boundary-layer transition, there is
a drastic increase in aeroheating and viscous shear stress experi-
enced by the vehicle. During tests of ballistic reentry vehicles, the
surface heating rate was found to have increased by a factor of 5
downstream of the transition location [1]. For slender bodies, the
heating rate increased by a factor of 3 following the transition of the
laminar boundary layer [2]. Additionally, there remains consider-
able uncertainty in predicting the location of boundary-layer
transition. Reviewers noted a 60% error in estimating the location
of transition along the body of the National Aerospace Plane [3], and
a review of hypersonic flight data [1] found a 300% uncertainty in
transition location prediction. The substantial increase in aeroheating
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and the large degree of uncertainty associated with predicting the
transition location suggest that the process of hypersonic boundary-

layer transition is relevant but not well understood.
At the high enthalpies experienced during hypersonic flight, the

temperature at the boundary-layer edge (TE) is greater than the
temperature of the vehicle’s wall (TW ). In his analysis of Sherman
and Nakamura’s [4] reentry flight data for a 22° half-angle blunt

cone at Mach 6, Malik [5] computed a postshock temperature of
3300 K, giving a wall-to-edge temperature ratio (TW∕TE) of 0.22.
Studies have shown the lower wall-to-edge temperature ratio desta-

bilizes Mack’s second-mode instability [6–8]. Through a chemical
equilibrium, thermal nonequilibrium LST analysis, Bitter and Shep-
herd [9] found that decreasing the wall-to-edge temperature ratio to

values more representative of conditions in high-enthalpy facilities
doubled the maximum second-mode N-factor. The high level of
wall cooling was also found to produce unique boundary-layer

features. In addition to the near-wall sonic line, which acts as a
wave guide and traps the acoustic disturbance waves, when the
disturbance phase speed is slow enough, a second supersonic region

emerges above the critical layer, with its own relative sonic line [10].
In this region, the disturbance phase speed travels supersonically
upstream with respect to the freestream. The solution to the
boundary-layer stability equations is wave-like in this region, and

the decaying acoustic waves emanating out of the boundary layer
are slanted at approximately the Mach wave angle. Bitter and
Shepherd’s analysis at cooled-wall conditions suggested that these

supersonic unstable modes caused the second-mode instability to
remain unstable over a broader range of frequencies [9]. Knisely and
Zhong further investigated the supersonic mode over a highly

cooled (case 1: TW∕TE � 0.2; case 2: TW∕TE � 0.667), 5° blunt
cone using linear stability theory (LST) [10] and direct numerical
simulation (DNS) [11]. Their work confirmed the existence of the

supersonic mode using both DNS and LST for case 1, but they were
only able to resolve the weak supersonic mode at the higher temper-
ature ratio using DNS. They also confirmed the destabilizing effects

of the cooled wall on the supersonic mode [9,12]. Chuvakhov and
Fedorov [12] suggested that the supersonic mode may have stabi-
lizing effects on the second-mode instability by radiating energy

away from the boundary layer. Unnikrishnan and Gaitonde [13]
investigated the effect of a cooled wall on a Mach 6 boundary layer
using a sequence of LST, nonlinear two-dimensional, and three-
dimensional DNS. While the cooled wall increased the spontaneous

radiation of the acoustic waves out of the boundary layer, they found
that the destabilizing effect of the lower wall-to-edge temperature
ratio was much stronger and did not observe an attenuation of the

second-mode instability.
Additional studies performed at high levels of wall cooling have

focused on the effects of chemical reactions. Using parabolized
stability equations (PSE) to analyze Mach 20 flow over a sharp,
6° wedge, Chang et al. [14] estimated the transition onset to be at

14 ft for an equilibrium gas model and 39 ft for a perfect gas model,
highlighting the importance of accounting for flow chemistry at
high enthalpy. Using computational fluid dynamics and linear sta-

bility theory, Johnson et al. [15] reproduced the conditions of shock
tunnel experiments performed by Adam and Hornung [16] and
Germain and Hornung [17] at California Institute of Technology’s

free-piston shock tunnel, T5. The computational trends agreed with
the experimental observations; the transition Reynolds number
increased with increasing freestream total enthalpy, with the rate

of increase being greater for gases with lower dissociation energies.
Generally, chemical reactions were found to produce a more unsta-
ble boundary layer. However, the introduction of chemistry was
found to stabilize or destabilize the boundary layer depending on the

endothermic or exothermic nature of the reaction, with exothermic
reactions having higher disturbance amplification rates. Malik [5]
confirmed the destabilizing nature of chemistry in his analysis of

high-Mach-number transition data using a reacting flow parabolized
stability equations code. Despite the large discrepancy in edge
conditions and transition Reynolds numbers between the two cases

analyzed, the N-factors at the experimentally observed transition

onset locations were remarkably similar and compared well with
results from hypersonic flight experiments and quiet tunnels.
Due to the practical and physics-related challenges inherent to

high-enthalpy ground-test facilities, namely, high cost of construc-
tion and operation, short test duration, flow quality, and particulate
contamination, few experimental investigations have been per-
formed at flight-relevant enthalpies. Vidal and Golian [18] inves-
tigated the heat transferred to catalytic and noncatalytic surfaces on
a sharp flat plate in a shock tube at TW∕TE � 0.09. East et al. [19]
measured heat-transfer rates over a flat plate in the T3 free-piston
reflected shock tunnel at stagnation enthalpies from 2 to 51 MJ/kg.
Germain [20] performed an exploratory study at T5 using a 5° half-
angle cone and found real-gas effects stabilized the boundary layer.
Adam’s [21] studies at T5 reinforced Germain’s [20] earlier results,
noting that the transition Reynolds number increased with increas-
ing reservoir enthalpy. Additional boundary-layer transition and
stability research was performed in T5 to test the performance of
hypersonic boundary-layer control schemes [22,23], quantify the
role of energy exchange between the boundary-layer instability and
the fluid [24], and show the increase in the transition Reynolds
number of a test gas by seeding its boundary layer with a gas to
dampen the acoustic instability [25–29]. Parziale et al. [30–32] and
Parziale [33] used a novel, nonintrusive, optical flow-diagnostic
technique called focused laser differential interferometry (FLDI)
at T5 to track the evolution of the second-mode instability along
the model. Knowing the spacing between the FLDI detectors and
the time at which the disturbance signal was registered by each
probe, Parziale et al. were able to determine the group velocity of the
narrowband second-mode disturbance to be nearly equal to the edge
velocity of the boundary layer. Additional high-enthalpy experi-
mental campaigns have been performed in shock tunnels around
the world. In JAXA’s HIEST facility, Tanno et al. [34,35] per-
formed experiments at stagnation enthalpies up to 18 MJ/kg. They
used surface-mounted thermocouples to determine the transition
Reynolds number over a 7° half-angle cone and were able to
measure the second-mode instability using pressure transducers
up to a stagnation enthalpy of 12 MJ/kg. Laurence et al. [36]
performed low-enthalpy experiments (hR � 3.1–3.3 MJ∕kg) and a
single high-enthalpy experiment (hR � 11.9 MJ∕kg) at DLR’s
HEG facility. They observed the nature of the wavepacket differed
depending on the enthalpy, with the disturbance energy more
closely concentrated near the wall for the high-enthalpy condition.
In this work, results from two experiments performed by Hameed

et al. [37,38] and Paquin et al. [39] at the T5 free-piston reflected
shock tunnel are compared to numerical stability computations con-
ducted using various stability analysis tools: STABL, MAMOUT
from ONERA/DMPE, JoKHeR from the University of Delaware,
and CHAMPS from the University of Maryland. Both experiments
feature highly cooled boundary layers and a blunt cone nose tip.
To evaluate the accuracy of the numerical methods, a comparison
is made between the experimentally determined frequency of the
second-mode instability and the computationally determined most
amplified frequency. The analysis is focused on the physics of the
second-mode instability at high enthalpy and the role of high-
temperature gas effects.

II. Facility and Experimental Setup

A. T5 Reflected Shock Tunnel

The experiments in this campaign were performed at the California
Institute of Technology’s T5 free-piston reflected shock tunnel (sche-
matically represented in Fig. 1). T5 is capable of producing flows up
to a specific reservoir enthalpy of 25 MJ/kg, reservoir pressure of
100MPa, and reservoir temperature of 10,000 K. By generating high-
enthalpy flows at high density, this facility simulates the chemical
nonequilibrium effects of vehicles flying at hypervelocity speeds
through the atmosphere. Additional information regarding the capa-
bilities of T5 can be found in Hornung [40].
T5 is separated into four sections: secondary reservoir, com-

pression tube, shock tube, and test section. In preparation for an
experiment, a thick steel primary diaphragm is installed at the shock
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tube/compression tube junction, a thin Mylar secondary diaphragm
is placed between the test section and the shock tube, and a 120 kg
piston is loaded in the launch manifold between the secondary
reservoir and the compression tube. Next, each section of the facility
is independently evacuated to an acceptable level of vacuum. The
shock tube is then filled with the test gas (ALPHAGAZ™ air for
these experiments), the compression tube is filled with a helium/
argon mixture, and the secondary reservoir is pressurized with air.
The piston is launched down the compression tube once the pres-
surized air in the secondary reservoir is allowed to push against the
back of the piston. The accelerating piston adiabatically compresses
the driver gas in the compression tube until the primary diaphragm
is ruptured. The rupture of the primary diaphragm causes a shock
wave to propagate into the shock tube, which reflects off the end
wall, bursts the secondary diaphragm, and reprocesses the test gas to
the nozzle reservoir conditions. The test gas is then expanded
through the converging–diverging contoured nozzle to a hypersonic
Mach number (typically M∞ ≈ 5.2) in the test section.

B. Test Model

A 5° half-angle cone with a slightly blunted interchangeable nose
tip (RN � 2 mm) was used as the model for these experiments. The
cone was placed at approximately 0° angle of attack in the spanwise
center of the test section. Shot 2990 used a cone with no interior
cooling capabilities. For shot 3019, an actively cooled cone was
manufactured to identical exterior dimensions as the original model.
The actively cooled cone was machined in two halves and featured an
internal cavity to house a cooling coil and a copper heat exchanger.
The cooling coil extended approximately halfway into the cone.
Liquid nitrogen (LN2) entered and exited the coil from the rear of
the cone in a single-pass configuration. The copper heat exchanger
was installed upstream of the cooling coil and extended the cooling
effect toward the cone’s leading edge, decreasing its surface temper-
ature in this region. De-icer was applied to the cone’s surface to
reduce the risk of frost developing during the cooling process. To
measure the cone’s surface temperature distribution before the experi-
ment, the cone was instrumented with type K thermocouples inter-
nally routed toward the cone’s surface and located at various
circumferential positions longitudinally along the cone. A model of
the actively cooled cone is presented as an inset in Fig. 2.

C. Calculation of Run Conditions

The nozzle reservoir conditions were used to estimate the free-
stream run conditions. The thermodynamic state of the test gas in
the nozzle reservoir was determined using the shock tube pressure,
P1, and the measured incident shock speed, Us. Using Cantera [41]
with the Shock and Detonation Toolbox [42], isentropic expansion
of this state to the reservoir pressure, PR, was assumed, accounting
for weak expansion or compression waves that are reflected between
the contact surface and the shock tube end wall. The calculated
nozzle reservoir conditions were input into the University of Min-
nesota Nozzle Code to determine the freestream conditions at the
exit of the contoured nozzle [43–46]. The reservoir and freestream

conditions for the shots discussed in this manuscript are presented in

Tables 1 and 2. The freestream conditions are chosen to be an areal

average of the DPLR output at approximately 580 � 10 mm, the
approximate distance from the nozzle’s throat to the location of the

model’s nose tip. The temperature profile along the cone is shown in

Fig. 2. Shot 2990 featured a room-temperature wall. The wall

temperature profile varied for shot 3019 and was specified based

on thermocouple measurements taken immediately before the run.

D. FLDI Setup

The components utilized to generate the FLDI diagnostic for shot

2990 are shown in Fig. 3. The 532 nm linearly polarized beam

output of a Cobolt 05-01 laser was first expanded using a diverging

lens. The diverging beam was then passed through two diffractive

optics (Holo/Or MS-474-Q-Y-A and DS-192-Q-Y-A) to generate a

grid of beams, which was circularly polarized using a quarter-wave

plate. Each beam in the grid was split once more into orthogonally

polarized beam pairs using a 2 arcminute Wollaston prism. Next, the

beams passed through a converging lens and then entered the test

section. The position of the diverging lens was adjusted relative to

the upbeam converging lens (left C2 in Fig. 3) to locate the focus of

the beams above the top-center of the cone. The lowest row of

beams was positioned within the boundary layer, at a height equal to

approximately half of the boundary-layer thickness. Downbeam of

the test section, the diverging FLDI beam pairs were again focused

using a converging lens and then recombined using a Wollaston

prism of an equivalent separation angle. Finally, the grid of beams

was passed through a linear polarizer, and each beam was steered

onto an individual photodiode using an array of lenses.
The FLDI beam pairs used to probe the flow in shot 2990 are

shown in Fig. 4, with major and minor tick marks spaced 1 and 0.1

mm apart, respectively. In this experiment, the flow was interro-

gated using the lowest row and upstream column of beam pairs.

This selection positioned two beam pairs within the boundary

layer at approximately 0.635 mm above the cone surface (FLDI

probes C and D as shown in the figure) and two beam pairs at

various heights above the boundary layer (FLDI probes A and B as

shown in the figure). The boundary layer, shown as the dashed line

in Fig. 4, was determined to be approximately 1 mm thick at the

measurement location of 680 mm along the cone. The velocity

profile at this position is represented as a solid white line. Both the

boundary-layer thickness and the velocity profile were determined

using DPLR.

E. Schlieren Setup

The schlieren setup described in Paquin et al. [47] was used for

shot 3019. A Cavilux HF laser was used as the light source, with an

Fig. 1 Schematic of the T5 reflected shock tunnel showing the various
sections of the facility.

0 0.33 0.66 0.99
220

240

260

280

300

320

340

Fig. 2 Temperature distribution along model for shot 2990 and shot
3019. Model of cooled cone shown as inset.
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adjustable iris diaphragm used to limit the amount of light to avoid
image saturation. The beam was expanded using a plano-convex

lens, collimated by a parabolic mirror, and directed through the test
section using multiple planar mirrors. Downbeam of the test section,
another parabolic mirror focused the beam to a point where a knife
edge was inserted. The beam next passed through a bandpass filter

to minimize test-gas luminosity from obscuring the image, and a
series of plano-convex lenses were used to increase the image
magnification. The images were recorded using a high-speed cam-

era at a frame rate of 666 kHz with a resolution of 1280 × 64 pixels,
providing a spatial scale of 0.13 mm/pixel. The field of view was
approximately 17 cm in the streamwise direction and 7 cm in the

wall-normal direction, starting approximately 59 cm from the
nose tip.

III. Numerical Methods

Steady, basic-state flow solutions were calculated using a variety

of well-established compressible CFD codes. The flow conditions

were representative of the California Institute of Technology’s T5

free-piston reflected shock tunnel conditions given above. The

traditional approach to hypersonic stability analysis was utilized.

First, the geometry of interest was generated, and a computational

mesh was created with special attention paid to the boundary-layer

resolution. The steady-state solutions (basic states) were calculated

using the software of choice, and the flowfield was visualized.

Finally, a stability analysis of the generated basic states was con-

ducted with the selected stability solver.

A. Basic State Solvers

1. US3D

In US3D, the base flow over the cone was calculated using the

tunnel freestream conditions identified in Table 2 and the wall-

temperature distribution shown in Fig. 2. The typical mesh dimen-

sions for the hypersonic stability analysis of a cone were roughly

1600 streamwise points with one degree rotation in the azimuthal

direction, representing one cell width, and test-driven convergence

to determine the number of wall normal points. The other boundary

conditions were defined as an outflow at the downstream end of the

domain and symmetry conditions on both azimuthal sides. Addi-

tional settings included high-temperature effects for a multispecies

gas (five-species air: N2, O2, NO, N, O) in thermochemical non-

equilibrium and laminar, viscous flow. Using CFL ramping, the

calculation was run until it converged, and a steady-state solution

was reached. Sutherland viscosity with K based on the first species

model was utilized to analyze species viscosity, and diffusion

coefficients were derived from the constant Lewis number. Thermal

conductivity was related through the Eucken relation and viscosity.

NASA Lewis data was utilized to model vibration-electronic energy

relaxation. Additional details regarding implementation can be

found in Candler [48].

Table 1 Reservoir conditions

Shot Gas PR, MPa hR, MJ/kg TR, K ρR, kg∕m3 yN2
, - yO2

, - yNO, - yN, - yO, - RN , mm Diag, -

2990 Air 59.6 8.86 5727 33.3 0.699 0.068 0.141 0.003 0.090 2 FLDI
3019 Air 61.6 9.67 6076 31.9 0.698 0.052 0.137 0.005 0.108 2 Schlieren

Table 2 Freestream conditions

Shot UX , m/s ρX , kg∕m3 PX , kPa TX , K TvX , K MX , - ReUX , 1/m yN2
, - yO2

, - yNO, - yN, - yO, -

2990 3809 0.087 34.2 1355 1363 5.13 6.35e + 06 0.733 0.187 0.073 0.000 0.007
3019 3953 0.085 37.3 1511 1518 5.03 5.99e + 06 0.733 0.184 0.073 0.000 0.010

Fig. 3 Optical components used to generate the FLDI diagnostic for shot 2990.

0 500 1000 1500 2000 2500 3000 3500

Fig. 4 Relative wall-normal and streamwise spacing of FLDI beam
pairs for shot 2990.
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2. DPLR

The STABL software package [15,45] uses a two-dimensional/
axisymmetric mean flow solver based on NASA’s implicit data-
parallel line relaxation (DPLR) method [49]. The STABL DPLR
solver uses an extended set of the Navier–Stokes equations incor-
porating high-temperature effects with a two-temperature model to
characterize the translational, rotational, and vibrational modes and
assuming five-species air (N2, O2, NO, N, O), with the gas mixture
in thermal and chemical nonequilibrium. Additional details, includ-
ing the governing equations used by the mean flow solver, can be
found in Johnson [45] and Johnson and Candler [50].
The computational grid for the DPLR mean flow analysis was

generated within the STABL software package. The grid was clus-
tered near the tip of the cone and toward the cone’s surface, with a
minimum surface normal spacing chosen to maintain a y�wall value of
less than one along the length of the cone. The grid-tailoring routine
within STABL was employed to generate a refined, shock-fitted grid
for the blunted cone models. The mean-flow analysis was rerun
using the tailored grid to produce a high-quality mean-flow solution
to input into the stability analysis.

3. CHAMPS

The curvilinear thermochemical nonequilibrium multispecies
framework of CHAMPS was also utilized to obtain baseflows
for each experiment. The multispecies gas (five-species air: N2,
O2, NO, N, O) flow over the blunt cone was solved using a fifth-
order accurate WENO flux reconstruction (Rusanov flux function),
second-order accurate viscous discretization, and DPLR implicit
time integration scheme. The Blottner model was used to evaluate
the species viscosities, Eucken’s relations to compute the species
thermal conductivities for the translational/rotational and vibrational
energy modes, and Wilke’s mixing rule for mixture transport prop-
erties [51]. Additional details regarding the thermochemical non-
equilibrium implementation in CHAMPS can be found in the work
of McQuaid and Brehm [52].
Boundary-layer profiles generated by each of the mean flow

solvers used in this work at the experimental measurement location
are presented in Fig. 5. Excellent agreement between the three
solvers was observed in the velocity and density profiles for both
shot 2990 and shot 3019. We note a slight difference in the temper-
ature profile computed by US3D compared to the results from
DPLR and CHAMPS curvilinear framework.

B. Stability Tools

1. MAMOUT

ONERA’s local linear stability code, MAMOUT, is designed to
compute the eigenmodes of boundary-layer profiles, assuming a slow
variation of the base flow in both streamwise and crosswise directions
and a fast variation along the wall normal coordinate. The Navier–
Stokes equations are linearized around a given laminar base flow. The
generalized eigenvalue problem is then discretized using a high-order,
quasi-spectral, compact finite-difference scheme. Incompressible flu-
ids or perfect gas flows can be addressed, as well as a reacting mixture
in chemical equilibrium, described by aMollier chart. For a prescribed

frequency, the program provides the local wave number and growth
rate of the unstable wave and the associated eigenfunctions. A given
mode can be tracked automatically on a prescribed frequency range
for a series of boundary-layer profiles, and the amplification coef-
ficient (N-factor) is then integrated.

2. STABL

The stability analysis of the flow was performed using PSE-
Chem, the parabolized stability equation (PSE) solver within
STABL. PSE-Chem was also used to solve the linear stability theory
(LST) equations, which it does by making the “locally parallel”
assumption that the mean flow only varies in the body-normal
direction. The LST analysis begins by first estimating the disturb-
ance frequency range, which is estimated by PSE-Chem using the
characteristic time of wave travel between the wall and the relative
sonic line [50]. Wavenumber guesses are evaluated using LST, and
the most unstable converged solution at each frequency is retained.
These results are used as initial values for the PSE analysis. PSE-
Chem solves the linear parabolized stability equations derived from
the axisymmetric Navier–Stokes equations [50]. The second-order
partial differential equations generated from perturbing the mean
flow with a fluctuating component and substituting into the Navier–
Stokes equations are parabolized, and an initial solution is generated
by assuming small initial disturbances and “locally parallel” flow at
the starting plane [53]. The initial solution is marched downstream
by simultaneously updating the complex streamwise wavenumber
and the disturbance shape function [50]. Boundary-layer transition
is predicted by PSE-Chem using the semi-empirical eN correlation
method [50], where N is the N-factor.
For the experiments analyzed, the stability analysis was per-

formed using a single, highly concentrated stability grid with
frequencies ranging from 850 to 3000 kHz and spanning the extent
of the 99-cm-long cone.

3. JoKHeR

The JoHKeR Parabolized Stability Equations (PSE) package [54–
56] was developed in collaboration with Dr. Helen Reed at Texas
A&M as part of the efforts of the National Center for Hypersonic
Laminar-Turbulent Transition Research. The code employs a quasi-
3D, compressible, ideal gas, primitive variable formulation; that is,
it marches disturbances along a predefined path with the assumption
of uniformity in the perpendicular direction. The package consists
of linear stability theory (LST), linear parabolized stability equation
(LPSE), and nonlinear parabolized stability equation (NPSE) codes.
These codes have been extensively validated against experimental
[57–59] and numerical [60–62] datasets. A unique feature of
JoHKeR is that it employs a nonlinear wave packet formulation
for NPSE implementation that allows for the modeling of finite
bandwidth disturbances [55,63] and thus accounts for spectral
broadening and low-frequency content generation [64], which is
important for accurate prediction of nonlinear energy exchange [65].

a. Linear Stability Theory. LST considers a steady basic flow state,
determined from separate CFD simulations, and solves the disturbance

a) b) c)
Fig. 5 a) Velocity, b) temperature, and c) density boundary-layer profiles for shots 2990 and 3019.
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equation (which follows from substitution of Eq. (1) into the
Navier–Stokes equations) assuming linear, parallel flow. The dis-
turbance is assumed to be of the form indicated by Eq. (2), sub-
stitution of which into the disturbance equations leads to the
generalized eigenvalue problem, with α and ω being the streamwise
wave number and the frequency, respectively. The resulting eigen-
values are used to determine instability, and the corresponding
eigenvectors represent the shape of the disturbance in the wall-
normal direction.

ϕ�x; y; z; t� � �ϕ�y�
basic state

� ϕ 0�x; y; z; t�
disturbance

(1)

ϕ 0 � ϕ̂�y�ei�αx�βz−ωt� (2)

b. Parabolized Stability Equations. Originally identified by Herbert
and Bertolotti [66] during a critical review of Gaster’s [67] early
nonparallel work, the parabolized stability equations have been
developed as an efficient and powerful tool for studying the stability
of advection-dominated laminar flows. Excellent introductions to
the PSE method and a summary of its early development are
provided by Herbert [68]. During the early stages of both linear
and nonlinear development of this technique, much was established
related to basic marching procedures, curvature, normalization con-
ditions, and numerical stability of the method itself [69,70]. In a
relatively short time, the field rapidly expanded to include complex
geometries, compressible flow, and finite-rate thermodynamics.
PSE is similar to the Fourier/Laplace transform in that it considers

an initial-value problem. However, the slowly varying basic state
assumption is made in the streamwise direction, and a slow variable
�x � �x∕Re� is introduced. Ultimately, disturbances are assumed to
be of the form

F�ϕ 0� � ~ϕ� �x; y�
shape

Φ�x; t�
wave

where the wave part satisfies

∂Φ
∂x

� iα� �x�Φ (3)

∂Φ
∂t

� −iωΦ (4)

where Re � �Ueδr∕νe� is a Reynolds number based on the charac-
teristic values of edge velocity (Ue), edge kinematic viscosity (νe),
and reference boundary-layer length scale (δr). Thus, PSE considers
disturbances of the form

ϕ 0 �
∞

−∞
~ϕ� �x; y;ω�

shape

A� �x;ω�e−iωt
wave

dω (5)

where A� �x;ω� � ei∫ α� �x;ω�dx and the dependence of the shape func-

tion ( ~ϕ) and amplitude function (A) on ω has been made explicit.
The shape and amplitude functions are essentially the Fourier
transform of the disturbance. Upon expansion of the streamwise
derivatives

∂ϕ 0

∂x
�

∞

−∞

1

Re

∂ ~ϕ
∂ �x

� iα ~ϕ Ae−iωtdω

∂2ϕ 0

∂x2
�

∞

−∞

1

Re2
∂2 ~ϕ
∂ �x2

� 2iα

Re

∂ ~ϕ
∂ �x

� i ~ϕ

Re

∂α
∂ �x

− α2 ~ϕ Ae−iωtdω

it is found that the second spatial derivative ∂2 ~ϕ∕∂ �x2 is of the highest
order, and a perturbation expansion may be consistently truncated,
resulting in the neglect of this term. This leaves the disturbance
equation nearly parabolized [70], and an efficient marching solution

may be sought. JoKHeR implements a wave packet formulation
[55,63], which appears to better represent energy transfer between
modes in a nonlinear calculation. Ultimately, in the quasi-3D
formulation, the disturbance is discretely represented as ϕ 0 �

k
~ϕ� �x; y�kA� �x�kW�ω�ke−iωkt; and frequency content for each

mode is assumed of the formW0 � �1∕σ0 2π
p �e−��ω−ω0�2∕2σ20�. With

bandwidth of the harmonics obeying σi � i� 1
p

σ0, and harmonic
balancing is used to calculate nonlinear interactions. This represen-
tation of spectral energy appears to be crucial for modeling the
spectral broadening seen in experiments. Note that all perturbation
quantities presented in this manuscript are nondimensionalized in
the standard way. Their amplitudes are normalized such that the
temperature perturbation’s maximum amplitude is unity.

4. CHAMPS

The University of Maryland’s disturbance flow formulation
solves either the nonlinear disturbance equations (NLDEs) or linear
disturbance equations (LDEs) using either an overset mesh
approach (AMR-WPT, see Refs. [71] and [72]) or curvilinear mesh
approach. In this work, the LDEs were solved on curvilinear grids
that conform to the surface of the cone. The base flow states for each
experimental shot were also obtained with the curvilinear frame-
work of CHAMPS; however, those obtained with US3D were
utilized as well for easier comparison.
After eliminating the pure base flow contribution to the governing

compressible Navier–Stokes equations, assuming that the base flow
has been adequately converged to a steady-state solution (see
Ref. [73] for more details), the final form of the nonlinear disturb-
ance equations can be cast in the form

∂ ~W

∂t
� ∂ ~E

∂x
� ∂ ~F

∂y
� ∂ ~G

∂z
� 0 (6)

where the total flux vectors ~E, ~F, and ~G are a function of �W and ~W
and its gradients. At the moment, the main ability for incorporating
high-enthalpy gas effects in the simulations performed with
CHAMPS is through interpolation of the transport properties of
the precomputed basic state onto the disturbance mesh. Finally, the
time derivative in Eq. (6) is replaced by a spectral differentiation
operator, which transforms the problem to the frequency domain.
Thus, the only assumption placed upon the disturbance field is that it
is harmonic in time, viz.,

ϕ 0 � ϕ̂�x; y; z�e−iωt (7)

The convective and viscous flux derivatives are discretized using
a fifth-order WENO scheme and second-order centered viscous
scheme as detailed in Browne et al. [73]. The resulting discrete
system of equations is inverted for a given frequency using MUMPS
through the PETSc framework [74]. More details of this “time-
spectral/harmonic linearized Navier–Stokes equations” (TS/
HLNSE) approach can be found in Haas et al. [75]. All CHAMPS
disturbance flow calculations will henceforth be referred to as “TS,”
which is a linear calculation.
A summary of the different computational methods used in this

work is presented in Table 3.

IV. Results

A. Experimental

We begin by presenting experimental results for the previously
discussed experiments performed at T5. Shot 2990 represented an
experiment during which the cone’s surface was not actively cooled,
with a transitional boundary layer at relatively high enthalpy
(8.9 MJ/kg). The averaged power spectral density (PSD) for this
experiment, computed from measurements taken by the FLDI
diagnostic, is shown in Fig. 6a. The upstream and downstream
probes within the boundary layer show distinct peaks representing
the second-mode instability at approximately f2M ≈ 1250 kHz.
Elevated low-frequency spectral content is observed by the probes
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outside of the boundary layer. The distinct peaks at approximately
2100 and 2900 kHz seen in the downstream FLDI probe at y∕δ �
0.6 were found to exist before flow onset and determined to origi-
nate from the baseline noise signal. To further investigate a second-
mode disturbance observed during the test time, we perform a
short-time Fourier transform centered in time around the emergence
of the second-mode instability. The resulting short-time PSD is
presented in Fig. 6b. Here, in addition to the second-mode instability
being measured by the FLDI probes positioned inside the boundary
layer, the first harmonic of the instability is also observed at approx-
imately 2600 kHz. Higher-order spectral analysis was used to verify
the presence of quadratic phase-coupled interactions generating this
harmonic through nonlinear processes [38,78].
Shot 3019 featured an actively cooled cone. High-speed schlieren

was used to investigate boundary-layer instabilities for this experi-
ment. Spatial pixel intensities from schlieren frames were converted
to reconstructed time signals for each location within the boundary
layer. The reconstructed time signal at approximately y∕δ � 0.25
was assessed using a discrete Fourier transform. The resulting
averaged PSD is shown in Fig. 7. The spectra show a peak
second-mode frequency of approximately 1235 kHz, with a slightly
lower peak at approximately 1200 kHz.

B. Numerical

Stability calculations from ONERA’s MAMOUT (LST solver
assuming gas mixture under chemical equilibrium), University of
Delaware’s JoKHeR (LPSE solver assuming perfect gas effects),
Stevens Institute of Technology’s version of STABL (LPSE solver

200 500 1000 2000 4000 7000

10-13

10-12

10-11

10-10

a)
200 500 1000 2000 4000 7000

10-13

10-12

10-11

10 -10

b)

Fig. 6 a) Averaged and b) short-time PSD for shot 2990.

500 1000 2000

10-2

10-1

Fig. 7 Averaged PSD for shot 3019.

Table 3 Summary of stability solvers

Solver

Base state Stability analysis

Source Boundary conditions Assumptions Dist. Eq. Boundary conditions

STABL DPLR Wall: no-slip, isothermal (prescribed
by exp. measurements), zero mass
concentration gradient and pressure
gradient normal to the surface
Outflow: supersonic

TCNE w/5 sp. air
Two-temp. model
Reaction rates: Park 1990 [76]
Transport method: BEW

LPSE with TCNE
effects

Wall: velocity, temperature
disturbances, and pressure gradients
equal zero
Outer boundary: zero disturbances in
all variables

MAMOUT US3D Wall: no-slip for velocity, isothermal
(prescribed by experimental
measurements)

TCNE w/5 sp. air
Reaction rates: Park 1990 [76]

LST with CEQ
effects

Thermochemical equilibrium with
quantities interpolated in a Mollier
diagram
Wall: zero velocity and temperature
fluctuations
Outer boundary: matching condition

JoKHeR US3D Wall: no-slip for velocity, isothermal
(prescribed by experimental
measurements)

TCNE w/5 sp. air
Reaction rates: Park 1990 [76]

LPSE with PG
effects

Wall: no-slip velocity, zero
temperature perturbation,
dT 0∕dz � 0 for adiabatic
simulations, mass equation for density
Outer boundary: zero disturbances in
all variables

CHAMPS US3D Wall: no-slip for velocity, isothermal
(prescribed by experimental
measurements)

TCNE w/5 sp. air
Reaction rates: Park 1990 [76]

TS/HLNSE with
baseflow transport
properties

Inflow and top: Dirichlet
Wall: no-slip velocity, Dirichlet for
temperature, Neumann for pressure
Outflow: extrapolate all variables

Perfect gas
CHAMPS Wall: no-slip, isothermal (prescribed

by exp. measurements), zero mass
concentration gradient and pressure
gradient normal to the surface
Outflow: supersonic

TCNE w/5 sp. air
Two-temp. model
Reaction rates: Park 1989 [77]
Transport method: BEW
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assuming gas mixture under thermochemical nonequilibrium), and
University of Maryland’s CHAMPS (TS/HLNSE solver considering
baseflow transport properties) are compared amongst each other
and with experimental results in Fig. 8. Each numerical group was
given the run conditions and geometry of interest and asked to
calculate the boundary-layer instabilities. The goal of this compari-
son was to begin understanding the range of predictability using
different stability approaches for high-enthalpy flows. N-factors
were extracted from each numerical calculation at the point corre-
sponding to the experimental data collection site. For reference, the
source of the base flow (DPLR, US3D, and CHAMPS curvilinear
framework), disturbance equations solved (LST, LPSE, and TS),
and the gas behavior assumed by the disturbance equations (TCNE:
gas mixture in thermochemical nonequilibrium; CEQ: gas mixture
in chemical equilibrium; PG: perfect gas) are provided in the legend.
The experimental results are also presented in this figure. For shot
2990, the spectra generated from data collected by the upstream
FLDI probe within the boundary layer is shown. Although not the
appropriate boundary condition in the experiment, for academic
purposes, we performed simulations with the JoKHeR stability
solver assuming an adiabatic boundary condition. We also include
these N-factor results for further discussion.
Several trends are observed for the shots considered:
1) For both the uncooled (shot 2990, FLDI diagnostic) and cooled

(shot 3019, schlieren diagnostic) experiments, all stability solvers
predicted a higher most amplified frequency than the experimentally
measured second-mode frequency. It is fairly well-established that
the second-mode frequency is closely tied to the boundary-layer
length scale in the sense of the thermoacoustic resonance mecha-
nism. However, for high-enthalpy flows, the boundary-layer height
is affected by finite-rate chemistry dynamics. Therefore, the most
accurate numerical prediction of the most amplified frequency was
expectedly achieved by the solvers that considered gas mixtures in
thermal and chemical nonequilibrium. Nevertheless, the stability
solvers were generally inaccurate in predicting the most amplified
frequency when compared to the experimentally measured second-
mode frequency, with an estimated error of 16–24% for shot 2990
and 23–33% for shot 3019. This discrepancy could be due to errors
in the computed run condition. That is, variations in the freestream
temperature and species partial pressure during the test time, as
measured by Girard et al. [79] for similar conditions at T5, may not
be adequately considered in the run condition calculation. Further
investigation is necessary to better understand the effect of this
difference on stability analysis.
2) For the two experiments analyzed, excellent agreement in

terms of peak N-factor and most amplified frequency was observed
between STABL and the CHAMPS stability analysis performed
using the CHAMPS curvilinear framework baseflow. These solvers
showed a peakN-factor of approximately N � 12.6 at 1450 kHz for
shot 2990 andN � 12.4 at 1550 kHz for shot 3019. Regarding these
two metrics, good agreement was observed among the stability
solvers utilizing the US3D baseflow with a peakN-factor of approx-
imately N � 15 at 1500 kHz for shot 2990 and approximately

N � 14 at 1600 kHz for shot 3019. A notable exception to the
consistency of these results was observed in the MAMOUT stability
computation for shot 3019, which exhibited a significant sensitivity
to wall cooling, with the N-factor increasing to N � 19. Further-
more, for both experiments, the simulations performed using the
CHAMPS stability solver showed the disturbance remained ampli-
fied until approximately 2000 kHz, whereas the JoKHeR results
suggested the disturbance amplification region extended to frequen-
cies greater than 2000 kHz.
3) There was a moderate amount of uncertainty in the predicted

most amplified frequency and a significant amount of uncertainty in
the predicted peak N-factor magnitude observed among the stability
solvers. This spread was somewhat surprising when compared to
similar studies conducted in low-enthalpy quiet tunnels [59]. In
regard to the precision of the most amplified frequency prediction,
the various stability solvers were generally in good agreement.
The solvers computed a frequency range of approximately 1450–
1550 kHz for shot 2990 and approximately 1525–1650 kHz for shot
3019. Although the results from MAMOUT predicted exceptionally
high disturbance amplification with wall cooling, the most ampli-
fied frequency predicted by this solver experienced only a modest
increase within the previously identified range. We observed sig-
nificant imprecision among the various stability solvers in terms of
N-factor magnitude prediction. The peakN-factor ranged fromN �
12.5–16 for shot 2990 and from N � 12.3–19 for shot 3019. The
JoKHeR simulations performed using the adiabatic boundary con-
dition fell outside of the previously identified ranges for most
amplified frequency and N-factor, predicting N � 23 at 1800 kHz
for shot 2990 and N � 22 at 1970 kHz for shot 3019.
4) Considering the N-factor magnitude predicted by the CHAMPS

stability simulations, we observed a high degree of sensitivity to the
baseflow. For shot 2990, the CHAMPS simulations performed using
the US3D baseflow showed a peak N-factor of approximately 15,
while the simulation performed using the CHAMPS curvilinear
baseflow showed a peak N-factor of approximately 12. Although
not as drastic, a corresponding decrease was also observed for shot
3019. While the CHAMPS stability results seem to be sensitive to
the selected baseflow, they align with results from other stability
solvers using a similar or equivalent baseflow. That is, when the
US3D baseflow was used for the CHAMPS stability simulation, the
stability results aligned with those obtained from other stability
solvers using the US3D baseflow (JoKHeR and MAMOUT), and
when the CHAMPS stability simulation used the CHAMPS curvi-
linear framework baseflow, which matched the DPLR baseflow, the
results matched the DPLR-based stability results obtained using
STABL. Regardless, this level of sensitivity was unexpected given
the similarity of the baseflow profiles presented in Fig. 5. Further
investigation is necessary to determine if it extends to other stability
solvers.
5) Comparing the computational results of shot 2990 to shot

3019, we observed an increase of approximately 100 kHz in the
most amplified frequency. As an average of the stability results, the
most amplified frequency increased from approximately 1500 kHz

a) b)
Fig. 8 Comparison between experimental and numerical results for shots a) 2990 and b) 3019.
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for shot 2990 to approximately 1600 kHz for shot 3019. Addition-
ally, there is a general decrease in peak N-factor with wall cooling.
The decrease in peak N-factor was most prevalent amongst stability
solvers that utilized the US3D baseflow. Contrasting these results,
we observed significant destabilization due to wall cooling pre-
dicted by MAMOUT, the LST-based solver.
6) The JoKHeR LPSE code was run with isothermal and, as an

academic investigation, adiabatic boundary conditions for the tem-
perature disturbance. The most amplified frequency and peak N-
factor predicted by JoKHeR demonstrated tremendous sensitivity to
the Dirichlet or Neumann boundary conditions on disturbance
temperature. It is theoretically expected the adiabatic wall boundary
condition will change the particular resonant structure within the
boundary layer. In this case, it appears to have strengthened the
resonance. Further work is required to quantify this behavior;
specifically, an energetics investigation may provide additional
understanding.

V. Conclusions

Results gathered from experiments at Caltech’s T5 free-piston
reflected shock tunnel were compared with N-factor calculations
performed using various numerical stability solvers. Two experi-
ments (shot 2990 and shot 3019) were analyzed, both featuring a
blunt cone and a highly cooled boundary layer. For shot 2990, the
surface of the cone remained at room temperature, and the boundary
layer was probed using FLDI. For shot 3019, active cooling using
liquid nitrogen was able to achieve a moderate decrease in the
cone’s surface temperature, and experimental measurements of the
second-mode disturbance were made using schlieren. For both
experiments, each diagnostic technique measured a strong second-
mode disturbance within the boundary layer.
Numerical stability simulations were computed using the pro-

vided experimental run conditions. For each experiment, the accu-
racy of each stability solver was evaluated with a comparison of the
computed most amplified frequency to the experimentally measured
second-mode frequency. The stability solvers that considered gas
mixtures in thermochemical nonequilibrium best agreed with the
measured second-mode frequency. However, they overpredicted the
most amplified frequency by approximately 16% for shot 2990 and
23% for shot 3019. A moderate variation in the most amplified
frequency predicted by each solver was also observed, ranging from
1450 to 1550 kHz for shot 2990 and 1525 to 1650 kHz for
shot 3019.
The stability solvers used in this work were generally inconsistent

in predicting the peak N-factor magnitude. Disregarding outliers,
the computed N-factor profiles seemed to be categorized into two
groups based on the utilized baseflow. Excellent agreement was
achieved between STABL and the CHAMPS stability simulation
performed using the CHAMPS curvilinear framework baseflow. For
shot 2990, reasonable agreement was achieved among the various
stability solvers that used the US3D baseflow (MAMOUT,
JoKHeR, and CHAMPS performed with the US3D baseflow),
which assumed either chemical equilibrium, thermochemical non-
equilibrium, or perfect gas effects. This consensus deteriorated for
shot 3019, as MAMOUT’s LST-based solver predicted a dramati-
cally destabilized disturbance. Across these two groupings, the
computed peak N-factor magnitude ranged from 12.5 to 16 for shot
2990 and 12.3 to 19 for shot 3019. This wide range in the predicted
peak N-factor is concerning and necessitates further investigation.
In summary, this comparison demonstrates the difficulty in pre-

dicting transition at high enthalpy. The comparison among the four
stability solvers indicates a strong sensitivity to the base flow. Small
differences between the base flow, as shown in the boundary-layer
profiles in Fig. 5, appear to result in large disparities in the predicted
N-factor. The consistent overprediction of the most amplified fre-
quency (as compared to the measured second-mode frequency) by
the four stability solvers suggests greater attention needs to be given
to the run condition calculation and effects of nonlinearity and
experimental conditions (e.g., small angles of attack) for high-
enthalpy hypersonic boundary-layer stability analysis.
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